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Abstract In this paper we present new evidence on the effeitte euro on trade. We use a
data set containing all bilateral combinations paael of 26 OECD countries covering the
period 1967-2008. We estimate the equation usiogsets of variables: first, one defined as
it is standard in the gravity equation literatuaeg a second one built according to the criti-
cisms stated by Baldwin and Taglioni (2006). Momg¥rom a methodological point of
view, we implement a new generation of tests thatvasolving some of the problems de-
rived from the non-stationary nature of the datBRGtrade). To this aim we apply panel
tests that account for the presence of cross-sedépendence as well as discontinuities in
the non-stationary panel data. We test for coimtisgn between the variables using panel
cointegration tests, especially the ones propogdginerjee and Carridon-i-Silvestre (2010).
We also efficiently estimate the long-run relatioips using the continously updated estima-
tors proposed in Bai et al. (2009). Our resultdlehge earlier estimates using standard
panel data techniques and are in line with thofguof and Klaassen (2007). We argue that,
after controlling for cross-section dependencedetdrministic trends and breaks in trade
integration, the euro appears to generate far ltnade effects than predicted in previous
studies.
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1. Introduction

The introduction of the euro has raised a new @stein measuring the impact of currency
unions (CU) on trade flows. The very high estimatesade induced by the creation of
monetary unions found in the seminal papers by R28@0) and Frankel and Rose (2002)
has led to the concept of “endogeneity” of Optim@orrency Areas (OCA) that means for
the Euro-area that, even if the European MonetanptJ(EMU) was not created as an
OCA, it could be progressing in that direction (tkel and Rose, 1998). Recent research
surveyed by Rose and Stanley (2005) and Rose (20@@)ests that the introduction of the
euro still has a sizable and statistically sigmifiteffect on trade among EMU members.
Taking together all these estimates imply that EMid increased trade by about 8%-23%
percent in its first years of existence. This issae be very relevant for prospective new

members of EMU.

In 1999 eleven countries of the EU adopted the aara common currency while Greece
entered in 2001. Since then, also Slovenia, Cyphadta, Slovakia and Estonia have joined
the Euro-area while other members of the EU aratiwgaand seeing”, the so-called deroga-
tion countries. Moreover, the introduction of theewas preceded by other stages of eco-
nomic integration (Customs Union, European Moneg&ystem and the Single Market), so
the EMU effect has to be analyzed as an on-goinggss with a time dimension. It might be
interesting to investigate whether there is antaatthl benefit of a common currency over
(relative) exchange rate stability. As pointed loyFarugee (2004) the central questions at
stake are the following: first, to ascertain thieets of EMU on the area’s trade flows; sec-
ond, to analyze the evolution of the trade effémtsugh time, and finally, to measure the

distribution of trade effects among member states.



In this paper we have tried to overcome some®fthin flaws found in the standard em-
pirical literature and recently outlined by Eiclaerd Henn (2011). First, Baldwin’s (2006)
critiques regarding the proper specification ofvggsamodels in large panels to prevent omit-
ted variable bias point out the need to simultasBoaccount for multilateral resistance
(global trend and general equilibrium considerat)aand unobserved bilateral heterogeneity
(country pair specific characteristics). In the sarein, Egger (2000) suggests that the
proper econometric specification of the gravity mlad most applications should include
fixed country and time effects. The former accdontrade policy measures including tariff
and non-tariff barriers while the latter can capthusiness cycle effects. These are not ran-
dom effects but instead deterministically assodiatgh certain historical, political or geo-
graphical factors. In order to avoid the above-nogr@td problems, in this paper we have ac-
counted for Baldwin’s critiques in the specificatiof the model as well as in the definition

of the variables included in the estimation of gin@vity model.

Second, more recently, Fidrmuc (2009) and Bun alads€n (2007) have outlined the im-
portance of considering the possible non stationatyre of the variables included in the
gravity equation (trade, GDP) as well as the csesgtonal correlation between the elements
(countries) of the panel, both aspects normallyewgd in the empirical applications. While
initially the literature overlooked some cruciabaometric issues regarding non-stationary
series in panel estimation, more recent works h@ken into account these aspects using
non-stationary panel data techniques. A sizeatadmture has been developing along these
lines, but none of these works explicitly dealdwihie issue of cross-section dependence

with the exception of Gengenbach (2009).

Third, Bun and Klaasen (2007) have stated that isadeasuring the effect of the euro on

trade have omitted some variables, causing an upkras in the trade benefits earlier esti-



mated. They find that the longer the data periatsmtered, the higher the euro effect esti-
mate. Thus this might be due to some misspeci@inaif the time-series characteristics of
the variables involved, namely the trends in triol@s over time. To correct for this bias
they add a time-trend to their specification aridvalit to have heterogeneous coefficients
across country-pairs. Then they estimate long elationships using first-generation panel
cointegration techniques, that is, without considedependence in the cross-section dimen-

sion.

Therefore, in this paper we try to provide new ewick on the effect of the euro using a data
set that contains information on all bilateral camaltions in a panel of 26 countries covering
the period 1967-2008. We implement a new generatidests that allows us to solve some
of the problems derived from the non-stationaryreabf the data used in gravitational equa-
tions (GDP, trade, etc). To this aim we use sonmelp@sts that account for the presence of
cross-section dependence as well as discontinuitig® non-stationary series. More spe-
cifically, we implement the panel unit root andtstaary tests proposed by Pesaran (2007)
and Bai and Ng (2004) to test whether the variablgsring the gravity model are non-
stationary. We then test for cointegration betwtbenvariables using panel cointegration
tests, with a special emphasis in the one propbgdthnerjee and Carridn-i-Silvestre

(2010). Finally, we apply the continuously updagstimator (CUP) of Bai et al. (2009) to
efficiently estimate the regression coefficientseTesults obtained are in line with Bun and
Klaassen (2007) confirming a smaller euro effeantm other research papers, like for in-
stance, Gil-Pareja et al (2008), where cross-sed#pendence and the non-stationary nature

of the variables are not accounted for.

The paper is organized as follows. Section 2 dsesighe empirical literature on CU and



trade, emphasizing the econometric approaches loasttek gravity model. Section 3 pre-
sents a new econometric approach that overcomes sbthe problems present in the cur-
rent literature. Section 4 describes the data @&wlisses the empirical results. A final sec-

tion concludes.

2. Previous studies and criticisms to the empiricadpplication of the gravity equation to

measuring the euro effect on trade

The literature examining the impact of CU on trégda burgeoning field of research. All in

all, the diversity of existing estimates indicaties potential bias inherent in applied specifi-
cations. Although in the beginning the gravity miodas criticized for its lack of theoretical
underpinnings, now rests on a solid theoreticakgamnd. Therefore, as stated in Wester-
lund and Wilhelmsson (2009) the focus of this lieesearch has shifted from its theoreti-

cal soundness towards the estimation techniques use

The econometric approach has changed over timeessiti of a feedback process between
theory and empirics. In this abundant literatune, traditional approach has been to use
cross-section dataHowever, it is generally accepted that the resnlittained were suffering
from a bias, as the heterogeneity among countréssnet properly controlled for. Thus,
Rose’s (2000) initial estimates in a cross-sectishaly suggested a tripling of trade. This
result was quite striking, and as quoted by Fari{g@ée4), is at odds with the related litera-
ture that typically finds very little negative imgiaof exchange rate volatility on trade. Not

surprisingly, Rose’s findings have received sulisghrevisions, and subsequent analysis

%See, for instance, Feenstra, et al. (2001).



generally finds a smaller (albeit still sizablefjeet of CU membership on trade. There are
different reasons that make the implication of R@&90) work unclear. First, the sample
countries were mostly smaller and poorer, not idicig the EMU ones. This has led to ques-
tion whether the results apply to bigger countsiesh as the EMU members. Second, the
cross-sectional analysis included in Rose (2006yigdes a comparative benchmark across
members of a monetary union against third counbigghe most relevant issue about EMU
is the possible change in the level of trade ®member over time, before and after the in-
troduction of the single currency. In order to solkiis problem, a second string of literature
started to uspanel data estimation techniqyeghich permits more general types of hetero-
geneity. However, Baldwin and Taglioni (2006) define wiigy call in this context “the
gold medal error”, also known as the “Anderson-Véincoop (A-vW) misinterpretation” in
the sense that A-vW developed a cross-section igaarmestimation to control for omitted
variables with pair fixed effectsHowever, this technique has been generalizedetpanel
data framework by many authors without considetimggtime dimension (see, for example,
Glick and Rose, 2002; Flam and Nordstrom, 2006 ury dummies (for exporters and im-
porters) only remove the average impact leavingithe dimension in the residuals, which
leads to biased results. Therefore, time-invaganintry dummies are not enough and a
proper treatment of the time dimension is needeatelver, Baldwin and Taglioni (2006)
also stress the importance of an omitted varialale Wwhen the empirical specification does
not account for unobserved determinants of bilatemding relationships. This problem can

be solved introducing bilateral heterogeneity.

In addition to the above-mentioned specificatioveeds, Baldwin and Taglioni (2006)

®Moreover, as clearly explained by Westerlund anth@#finsson (2009), if we desire to measure the imphc
a currency union on trade (which is the relevastaa this paper), while simultaneously controllfog coun-
try-pair propensity to trade, it is easier undgyamel data framework by means of a country-paedieffect
term. For a single cross-section, these contrabsardy depend on observed country-pair attributeshsas
common language, and estimates can thus be bia#ieeré is additionally an unobserved componenheo
country-pair propensity to trade.

* See Anderson and van Wincoop (2003).



pointed out two additional minor problems, coined'slver” and “bronze” medal errors.
The silver medal error arises when authors uséthef the sum instead of the sum of the
logs in the bilateral trade term. The silver medatake will create no bias if bilateral trade
is balanced. However, if nations in a currency ariend to have larger than usual bilateral
imbalances, as it has been the case in the Eurpttmrethe silver medal misspecification
leads to an upward bias as the log of the sum (@vppacedure) overestimates the sum of
the log (correct procedure). Finally, the bronzeladenistake concerns the price deflator: all
the prices in the gravity equation are measuredrims of a common numeraire, so there is
no price illusion. However, many authors deflatsl& flows and GDP using the US CPI
(following Rose’s example). As Baldwin et al. (20@&im, fortunately, the bronze medal

bias is eliminated by including time dummies whiglthe common practice.

Finally, concerning the estimation problems, Sai8ibg and Tenreyro (2006) argue that
the standard empirical methods used to estimatgrthaty equation (i.e. Ordinary Least
Squares, OLS) are also inappropriate, even if thes@lems have been largely ignored by
applied researchers, as the econometric methodsioo used to solve them were not
easy to implementGlick and Rose (2002) and Frankel and Rose (268@lpited the time
series information using panel data. They obtasietlar result§ giving birth to a literature
in search of “more reasonable” effects (Eicher ldedn, 2011). Micco et al. (2003) exam-

ined the dynamic impact of EMU on trade for 22 isithal countries using panel regressions

° We can add a constant arbitrarily small to eaclenfadion on the dependent variable or just distlaedze-
ros. The latter can create a sample selection @nolals long as the zeros are not randomly distiibuéore
recently, Santos-Silva and Tenreyro (2006) propsalternative estimation technique, the Poiss@ughs-
maximum likelihood method that is robust to differ@atterns of heteroskedasticity and providestarabway

to deal with zeros in trade data. Westerlund anth&lfnsson (2009) also study the effects of zerdetia the
estimation of the gravity model. They propose ay\@milar alternative: estimating the model dirgdtom its
non-linear form using the fixed effects Poisson dHtimator with bootstrapped standard error.

® They found that adopting a monetary union doublésteral trade but again EMU countries were net in
cluded.



based on a gravity model. Their findings suggest BMU has fostered bilateral trade be-
tween 8% and 16% depending on the EMU membersHipeatountries and that the posi-
tive effect has been rising over time. Other stsidike Bun and Klaasen (2002) estimate a
dynamic panel data model and distinguish betweert §8.9%) and long-run effects (38%).
All'in all, Rose and Stanley (2005) perform a matalysis of the results of 34 studies, and
find a combined estimate of the trade effect betw&@% and 90% which is smaller than
previous evidence. However, these papers genersélysmaller and shorter datasets than
Rose’s. When they focus on large panels, theyligder estimates (over 100%). There-
fore, the empirical literature is far from conchkesiand we can infer that dataset dimensions,

and, especially, econometric approaches, influgmeeesults.

While the heterogeneity bias is controlled throtlgh use of fixed-effects, a second kind of
misspecification is related to dynamics. The retleaobretical literature on international
trade with heterogeneous firms (Bernard et al. 320elitz, 2003; Helpman et al., 2004)
has been largely based on evidence that, in arsdotobehaviour of firms can be highly
heterogeneous, both concerning their productivity their involvement in international
transactions. In particular, the existence of stwits borne by exporters to set up distribu-
tion and service networks in the partner country generate inertia in bilateral trade flows,
especially among EMU countries, where there is atsmmulation of invisible assets such
as political, cultural and geographical factorsralterizing the area and influencing the

commercial transactions taking place within it.

Bun and Klaasen (2007) constitutes a path-breadtundy in this respect. They show that the

residuals of the least squares dummy variablesagir (LSDV) exhibit trends over time.

’ For a recent survey of the empirical literatuse &6mez and Milgram (2010).



Therefore, they estimate the gravity equation atgwor country pair specific time trends

to account for the observed trending behaviouneresiduals. Moreover, they analyze the
non-stationary nature of the data as well as tiegration relationships and obtain a much
smaller estimate of the euro effect (3%) on biklterdé&. All in all, they employed meth-
ods that assume cross-section independence. Taeisaan assumption unlikely to hold in
bilateral trade data. As recently stated by Fidrf2@©9), cross-correlation is likely to be
present in gravity models because foreign trad&ragly influenced by the global eco-
nomic shocks (i.e. e. other economies businesgsycMoreover, dependence is generated
by construction as gravity models include bilatéradle flows together with aggregate na-
tional variables. Furthermore, the gravity modelf implies spatial dependence in the data
due to the hypothesized effect of distance on tr&deeral new panel unit root and cointe-
gration tests have been proposed accounting fesesectional dependence in the form of

common factors.

More recent studies have insisted on the importahegecounting for the existence of trends
in the data and its possible non-stationary natdigtorically, researchers have assumed sta-
tionary time series to estimate gravity models. sy, if the variables are non-stationary, a
different statistical setup needs to be used. Asdee (2004) claimed, estimating the impact
of a monetary union on trade faces several ecomanoéiallenges. Recent literature shows
that the results of the gravity models are seresiivtheir proper specification (Egger and
Pfaffermayr, 2003). However, properly specified misdn panel data may have some cave-
ats when data are non-stationary. If the non-statipnature of the series is not considered,

spurious regressions may appear. Although the apsigorrelation problem is less impor-

8 Other papers that stress the importance of thestationary nature of the series and that applgtegration
techniques are Farugee (2004) and Fidrmuc (2009).

° See for example Breitung and Pesaran (2008) fawarview of the literature and Gengenbach et @102
for a comparison of panel unit root tests.
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tant in panels than in time series analysis, a$ixkd effects estimator for non-stationary
data is asymptotically normal (see Kao and Chi2080), the results are biased. Corre-
spondingly, panel cointegration techniques are asedunting for different possible estima-
tion problems (endogeneity, cross-correlation eaks). Therefore, a sound empirical strat-
egy must proceed as follows: First, to determimedifder of integration of the variables
through panel unit root tests; second, to testéomtegration among the integrated variables
using panel cointegration tests; finally, to use planel cointegration estimators to provide

reliable point estimates.

The contribution of our paper to the existing htierre about the euro effect on trade is two-
fold. First, unlike previous research, (exceptinghér and Henn, 2011) we address Bald-
win’s critiques regarding the proper specificatadrgravity models and the definition of the
variables, as we account for multilateral resistaas well as country pair specific characte-
ristics through unobserved bilateral heterogen&gcond, we apply an econometric meth-
odology comprising of a range of techniques to daest estimate efficiently in a non-
stationary panel framework, solving endogeneit\bfgms as well as possible biases posed

by structural breaks and cross-section dependence.

3. Data, methodology and empirical results

Bun and Klaasen (2007) showed the importance of@ct specification of the gravity
model including not only deterministic trend compots but also stochastic trends derived
from the non-stationary nature of the macro-vaaalhvolved. However, some practical
problems implied that most of the evidence obtas®éar did not considered nonstationar-

ity. New developments in macroeconometrics have beeently extended to the panel
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framework allowing addressing most of the issuegeming both specification and estima-
tion discussed in the previous section.

A first common problem in the context in panel retationary variables is that tests assume
the absence of correlation across the cross-ssabioiine panel. That is, the individual
members of the panel (countries) are independdnd. a&sSsumption is not realistic and, there-
fore, cannot be maintained in the majority of thseas, especially when the countries are
neighbours or are involved in integration proces8esecond generation of panel tests, in

contrast, introduce different forms of dependesoésing the above- mentioned problem.

Although there are several alternative proposalsdtated in the literature to overcome the
cross-section dependence problem, when the depemdepervasive —as in economic inte-
grated areas- the best alternative is the usectirfanodels. This consists of assuming that
the process is driven by a group of common facgwghat it is possible to distinguish be-
tween the idiosyncratic component and the commaonpoment.

In the case of panel unit roots, several tests baea formulated based on factor motfels
In particular, Bai and Ng (2004) account for the{sbationarity of the series coming either
from the common factors, the idiosyncratic compamerrom both. Moreover, they con-
sider the possible existence of multiple commonmoiacas well as the existence of cointegra-
tion relationships among the series of the panshdgee et al. (2004) stated that there is a
tendency to over-reject the null of stationarityamtcointegration is present. As the exis-
tence of cointegrating relations between tradeesesi a very plausible hypothesis in eco-

nomic integrated areas, the proposal in Bai an@2064) is the best approach in our case

19 Namely, Pesaran (2007), Phillips and Sul (2003)pMand Perron (2004) and Bai and Ng (2004).

™ Moreover, using Monte Carlo methods, Gengenbaeth €2010) and Jang and Shin (2005) show thatlfor
the specifications considered in their simulatioperiments, the test in Bai and Ng (2006) has npaneer
than those by Moon and Perron (2004) and Pesaffiv)2and better empirical size than that of Rislland
Sul (2003).
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For the sake of comparison, we will also preseatrésults obtained using Pesaran’s (2007)
approach. Similarly, we will also allow for depende in the estimation of the cointegration

relationships using the common factor approachadfadd Ng (2004).

A second caveat appears when there are structeadin the time dimension of the panel.
If there exist linear combinations of integratediables that cancel out their common sto-
chastic trends then, these series are said toibeegrated. The economic translation is that
these series share an equilibrium relationship. él@y a commonly neglected phenomenon
is that both, the cointegrating vector and the mt@stic components might change during
the period analyzed, and if we do not take accotittiese structural breaks in the parame-
ters of the model, inference concerning the presefcointegration can be affected by mis-
specification errors. Therefore, in this paper wappse the use of the tests developed in
Banerjee and Carrion-i-Silvestre (2010). They galme the approach in Pedroni (1999,
2004) to account for one structural break that afégct the long run relationship in a num-
ber of different ways (cointegrating vector andideterministic components). Moreover, they
address the cross-section dependence issue bythsiapove-mentioned factor model ap-
proach due to Bai and Ng (2004) to generalize dgrak of permissible cross-section de-

pendence allowing for idiosyncratic responses tttiple common factors.

To sum up, we control for econometric issues uguedblected in earlier literature: first, we
account for cross-section dependence among cosiriribe panel tests, both unit roots and
cointegration. Second, we allow for the existerica loreak in the deterministic components
of the model as well as in the cointegration relahip, a major point to assess the effect of
institutional changes in the relationship. To tlestiof our knowledge, this is the first time
that structural changes have been considered iautteeffect literature based on gravity

equations. Finally, the estimation of the long-ralationship uses a methodology that not
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only efficiently estimates the coefficients butails based on the common factors decompo-
sition that assures a homogeneous econometricagpra/e choose, for this purpose, the
CUP Fully Modified (CUP-FM) and the CUP Bias Cotezt (CUP-BC) estimators by Bai et

al. (2009).

3.1. Data

The countries included in the study are Austraiastria, Belgium and Luxembourg, Can-
ada, Chile, Denmark, Finland, France, Germany, €&xdeeland, Ireland, Italy, Japan, South
Korea, Mexico, Netherlands, New Zealand, Norwayafa, Portugal, Spain, Sweden, Swit-

zerland, United Kingdom and United States.

The dataset contains annual data from these 26 Qf6Qbtries and covers the period 1967-
2008. Hence, we have a balanced panel with dimeiNs825 (all possible bilateral combi-

nations of countries) antkE 42. The total number of observation§Nis =13,650.

Following the discussion in section 2, one of tbhetabutions of the paper is to perform the
analysis and the estimation of the gravity equakiorthe euro effect using two sets of vari-
ables. In the first one, that we call “Baldwin-\adyies” and use upper-case letters, the series
have been computed as suggested by Baldwin antbma006). The second set of vari-
ables, defined as it is commonly done in mainstrgeamity literature, is called “standard-

variables” and we use lower-case letters to repteabem.

Therefore, the dataset includes the following \@es where moreover, upper-case letters

also stand for nominal variables while lower-castels stand for variables in real terms.
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TRADE; is the log of the bilateral trade in goods betwiading partners andj at timet,
defined as theum of the logsf nominal imports and exports. Data for nomimaports and
exports are obtained from the CHELEM — CEPII dasaband are expressed in current dol-
lars.trade stands for real bilateral trade, calculated astime of the logs of nominal bilat-
eral exports and imports in US dollars deflatechgshe US CPI obtained from the IMF In-
ternational Financial Statistics (IF$DP; is the log of the product of bilateral nominal
GDP in country andj andgdp;: is the log of the product of bilateral real PPPyeated

GDP. Both are obtained from CHELEM-CEPII datab&ePCAR; (andgdpcap:) measure
the log of the product of countries’ nominal (aedly GDP per capita, respectively. Popula-
tion data used to construct GDPGAdte also obtained from CHELEM. Additionally, two
dummy variables have been built to include theokfd particular integration agreements on
trade. Namel\RTA;; which is 1 if both countries have a free trade agrent at timé is con-
structed using World Trade Organization (WTO) data] finally the key variable of interest
EURQ; which equals 1 if both trading partners belongweuro area in year t and zero
otherwise. To the extent that these agreementsiade or dissolved during the sample pe-

riod, this variable is distinct from the time-iniamt country-pair fixed effect.

The formal model that we estimate comes from tla&igr equation, and in particular, we
follow the traditional specification from the rec¢diterature on the euro effect using non-
stationary panels (see, in particular, Bun and $8aa2007). The purpose is to isolate the
effects of EMU on trade trying to control for otHactors that may have an influence on
trade flows but are not related to the monetarpmunihe gravity model predicts that bilat-
eral trade flows should depend on factors sucltasamic size or “mass” (i.e. gravity vari-
ables related to economic size and populationdanice, and other related considerations.

Bearing this in mind the basic panel equation anliterature can be expressed as follows:
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TRADE; =3GDP;; + ZGDPCAR; + AEURQ: + GRTA  + /3 + & .t +A+ & (1)

where; is a country pair specific fixed effect; is a common time effect; . tis a country

pair specific time trend angj; is the error terrif.

The fixed effect g;) is intended to capture all individual fixed factargluding unobserv-
able characteristics, associated with a given cguyndir that have affected bilateral trade
flows historically. These time invariant factorglimde geographical distance, area, common
language, common border, etc. The advantage d &fiects estimation over directly in-
cluding these specific measures is controllingofimitted variables bias as a whole at the ex-
pense of isolating the individual contribution afcé of the variables considered (Micco et

al, 2003§*

The time effectsA and 7;; . t) are intended to capture both common and indiVitioee de-
velopments with respect to bilateral trade acrdlgsaaling partners in the panel. An exam-
ple of the first could be the special case of adirtime trend in trade that captures the in-
creasing global integration process for all compayrs, whereas an example of the second
could be due to country-specific variables suchsistutional characteristics, factor en-

dowments, and cultural aspects that may also chewegyetime and that can be captured by

12| ater in the analysis, we will include additiontgterministic trends in equation (1), that correspto struc-

tural breaks in either the constant, the trendatin.b

13 Hence, the model does not include distance betweantries as an explanatory variable and assunte tha
country-pair specific fixed effects will account fine distance effect. Moreover, as we have prelyostated,

the econometric approach used in this paper acsdonspatial dependence properly.
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country specific time trendfs Therefore, the approach that we follow to accdantrend
effects is very flexible, as in Bun and KlaasenO(Z0and considers both, the time dimension

and the heterogeneous behavior (coefficients) aarosntry-pairs.

The set of coefficient®, and o, representshe effect of EMU and any free trade agreements
on trade between member states relative to themtcp peers (including extra-argade).
Therefore, the parameter of interesdignd the difference in trade before and after the in

troduction of the euro is used to identify this fficeent.

The next subsections are devoted to the presemtattitne empirical results, comprising
panel estimates of the EMU trade effects at tha-aide level as well as cross-country dif-

ferences.

3.2. Panel unit root, stationarity tests and cregstion dependence

In this paper we use a testing procedure that aatisthe problem of cross-section depend-
ence. We first compute the test statistic by Pesg@04) to assess whether the time series
in the panel are cross-section independent. Thempraceed in a second stage to compute

unit root statistics that account for such dependewvhen required.

3.2.1. Testing the null hypothesis of cross-sedtidependence

In this subsection we test the null hypothesisarf-norrelation against the alternative hy-

14 Country-pair specific variables, such as transposts or tariff, can vary over time due to techhjrogress
in transport and telecommunications or to the tiduralization process, generating trends in trédd¢ must
be accounted for.
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pothesis of correlation using the approach sugddstd®esaran (2004). He designs a test

statistic based on the average of pair-wise Pearsorrelation coefficienty , j = 1,

2,....n,n =N (N - 1)/2, of the residuals obtairfien an autoregressive (AR) model. We
estimate an autoregressive model to isolate credses dependence from the autocorrela-
tion that might be driving the individual time =i Under the null hypothesis of cross-
section independence the Cross-section Depend€mpes(atistic of Pesaran (2004) con-
verges to the standard normal distribution. Thelte$n Table 1 show that Pesaran’s CD
statistic strongly rejects the null hypothesismafépendence, so that cross-section depend-
ence has to be considered when computing the pateektatistics if misleading conclusions
are to be avoided. Note that, according to Peq@@04) the CD test is valid fof andT
tending toeo in any order and that it is particularly useful fanels with small’ and large

N. Moreover, this test is also robust to possiblecstiral breaks, which makes it especially

suitable for our study.

Table 1.
Pesaran’s CD and CADF statistics
Variable CD dependence test CADF panel unit root
test
gdpit 37.011" -2.223
GDP;; 49.095" -2.058
gdpcag 40.382" -2.099
GDPCAR; 57.275" -2.043
Trade 30.515" -2.101
TRADE; 32.515" -2.346

*** denotes rejection at 1% level.
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3.2.2. Panel data unit root and stationarity tesith cross-section dependence

Once we have found the presence of dependence watlables, we study the order of inte-
gration of the variables. Several procedures toftesinit roots in panels are already avail-
able in the literature, from the early works of lreet al (2002). However, these first genera-
tion tests were based on the unrealistic assumpfioross-section independehtérhere-
fore, we follow Pesaran (2007) and Bai and Ng (2@ specify the unit root tests allow-
ing for cross-sectional dependence as driven nmaon factor model, so that it is possible
to distinguish between the idiosyncratic comporamt the common component. While
Pesaran (2007) focuses on the extraction of thenammfactors that generate the cross corre-
lations in the panel to assess the non-stationafitiye series, in Bai and Ng (2004) the non-
stationarity of the series can come either fromcbr@mon factors, the idiosyncratic compo-
nent or from both. Moreover, Pesaran (2007) onhsaters the existence of one common
factor'® while the other alternative can consider sevemasoWe implement both tests in

this section. The results obtained from the Pes@rass-Sectionally Augmented ADF
(CADF) test are reported in Table 1 concludingawndur of non-stationarity, with a critical

value of -2.50 at a 5% confidence level and statighat vary from -2.043 to -2.346.

In addition to the previous evidence, we also apipdytest based on the approximate com-
mon factor models of Bai and Ng (2004). This isigiable approach when cross-correlation
is pervasive, as in this case. Furthermore, thisageh controls for cross-section depend-

ence given by cross-cointegration relationshipgemaally possible among our group of

15 Empirical evidence using Levin et al. (2002) tést,et al. (2003) tests and Hadri (2000) testofuihg the
suggestions of O’Connell (1998hd Levin et al. (2002) to correct for the indepamzk bias are available from
the authors upon request.

' The main advantage of this method is its simplititcompute while its drawback is that the behawicthe
idiosyncratic component is to some extent neglebtidg assumed its stationarity.
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countries and variables — see Banerjee et al. (200w Bai and Ng (2004) approach de-

composes th¥;, time series as follows:

Yit =Dit + Ft’ mt+ ey,

witht=1,...T,i=1,... N, whereD;; denotes the deterministic part of the model —
either a constant or a linear time trend~s a (r x1)-vector that accounts for the common
factors that are present in the panel, @nats the idiosyncratic disturbance term, which is
assumed to be cross-section independent. Unobseowethon factors and idiosyncratic dis-
turbance terms are estimated using principal compson the first difference model. For
the estimated idiosyncratic component, they propomsADF test for individual unit roots
and a Fisher-type test for the pooled unit rootdtlypsis Ps ), which has a standard normal
distribution. The estimation of the number of conmfiactors is obtained using the panel
BIC information criterion as suggested by Bai argd(R002), with a maximum of six com-

mon factors. Bai and Ng (2004) propose severas tesselect the number of independent
stochastic trend%; in the estimated common factoﬁ%,. If a single common factor is esti-

mated, they recommend an ADF test whereas if sesenamon factors are obtained, they
propose an iterative procedure to selectwo modifiedQ statistics Q. andM(Q¥), that use
a non-parametric and a parametric correction res@dgto account for additional serial

correlation. Both statistics have a non-standamdtilng distribution. They test the hypothesis

of k; = m against the alternativg < m for m starting fromk . The procedure ends if at any
stepk; = m cannot be rejected. The results from the apptinadf the Bai and Ng (2004)
statistics are summarized in Table 2. Panel A eftéble corresponds to the variables de-
fined as it is standard in the gravity equatioterdture. In panel B, in contrast, the variables

have been defined following Baldwin’s critiques.
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Table 2.
Panel Data Statistics based on Approximate ComnagtoF Models

Panel A: Variables defined following standard liteature
Bai and Ng (2006) statistics

tradey gdpit gdpcag

Test p-value Test p-value Test p-value
Idiosyncratic ADF statistic-0.8773 0.190 -11.673 0.000 -3.275 0.0005

Test I Test 1 Test y
MQ test (parametric) -3.733 1 -34.672 6 -35.646 6
MQ test (non-parametric) -2.373 1 -34.933 6 -36.717 6
Panel B: Variables defined following Baldwin’s criique
Bai and Ng (2006) statistics

TRADE;; GDP;; GDPCAR;

Test p-value Test p-value Test p-value
Idiosyncratic ADF statistic -2.625  0.004 -5.277 0.000 -3.113 0.000

Test r Test ry Test f
MQ test (parametric) -36.737 4 -25.495 6 -26.369 6
MQ test (non-parametric) -37.165 4 -23.346 6 -25.607 6

Concerning the idiosyncratic component, the resflthe panel ADF unit root tests point to
the rejection of the unit root hypothesis, with trdy exception of the variable trade in the
standard definition (panel A). In the case of thetdr component, all the GDP variables
have a total of six factors, whereas the tradeab#es have just one, in panel A, and four in
panel B. It should be noted that our identificatadrihe number of factors when the vari-
ables are defined following the standard traditeme, similar to those found by Gengenbach
(2009). The results of the unit root analysis @ f&ictor component for all the variables ana-
lyzed point to nonstationarity. In none of the cageesented in Table 2 can the null hy-

pothesis of independent stochastic trends be egject

Thus, the main conclusion is that the variablearestationary. Moreover, its source is not

variable-specific, but associated to the commotofac
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3.3. Panel cointegration

As in the case of the unit root tests, the maireatof the first generation panel
cointegration tests is that they do not considerptesence of cross-section dependence
among the members of the panel. However, as therityapf the empirical evidence on the
euro effect that uses cointegration uses this a@gpr,ove have also applied these methods

for the sake of comparison and present some da#stimation results in Tablé’s

Trying to solve the problem of cross-section dejegicd, new statistics have been also
designed to test for cointegration, using factodeis in a fashion similar to the one
proposed by Bai and Ng (2004) for unit root testiMgreover, as the existence of structural
breaks in the cointegrating relationships biasegaisults in panel settings - see Banerjee
and Carrion-i-Silvestre (2010) - they propose aemsion of the Gregory and Hansen

(1996) approach using common factors to accourddpendence.

Banerjee and Carrion-i-Silvestre (2010) proposesptasts for the null hypothesis of no
cointegration allowing for breaks both in the detenstic components and in the cointegrat-

ing vector. In addition, they tackle cross-secti@pendence using factor models.

Let Y, = (Vi xi"t) be a(mx1)-vector of non-stationary stochastic process wietesments
are individuallyl (1) with the following Data Generating Process (DGP
Yie =D+ Xi’,téi,t U (2)

The general functional form for the determiniseomD; ; is given by:

" |n particular, we have applied the panel cointégretests proposed by Kao (1999) and McCoskeykaml
(1998). The complete results are available frometltors upon request.
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D, =u +ﬂit+i0i,jDUi,j,t+iyi,jDTi,j,t’ 3)
j=1

j=1

whereDU;j; =1 andDT;;; = (t- T}) fort > T} and O otherwiseT,; = 2 T denotes the

timing of thej-th breakj = 1,..., m, for the i-th unit] = 1,..., N, ﬂﬁjT [J A, being/ a

closed subset of (0,1).

Banerjee and Carrion-i-Silvestre (2010) proposealgierent model specifications:

Model 1.No linear trend B = y; =0 Vi, j in (3) - and constant cointegrating vector. In this
case, the model only considers the presence ofpieulével shifts.

Model 2. Stable trend # # 0 i andy; = 0V, j in (3) - and constant cointegrating vector.

Also considers only multiple level shifts.

Model 3. Changes in level and trengB-# y; # 0 Vi, j in (3) - and constant cointegrating

vector. The model considers multiple level anddrshifts.

Model 4.No linear trend 8 = y; = 0Vi, | in (3) - but the presence of multiple structural

breaks affects both the level and the cointegratewior of the model.

Model 5. Stable treng@ # 0 Ui andy; = 0V, j in (3) - with the presence of multiple struc-

tural breaks, that affect both the level and thategrating vector of the model.
Model 6. Changes in the level, trend and in the cointeggatector. No constraints are im-
posed on the parameters of (3).
The common factors are estimated following the w@ftroposed by Bai and Ng (2004).
They first compute the first difference of the mipdeen, they take the orthogonal projec-
tions and estimate the common factors and therfémadings using principal components.
In any of these specifications, Banerjee and CauiriBilvestre (2010) recover the idiosyn-

cratic disturbance term&( ) through cumulation of the estimated residuals @nogose

testing for the null of no cointegration agains #iternative of cointegration with break us-
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ing the ADF statistic.

The null hypothesis of a unit root can be testedguthe pseudé-ratio té’i (4), j=cz,y.

The models that do not include a time trend (Modedsd 4) are denoted byThose that
include a linear time trend with stable trend (Misd2and 5) are denoted loyand, finally,y
refers to the models with a time trend with chaggnend (Models 3 and 6).

When common (homogeneous) structural breaks aresetpto all the units of the panel
(although with different magnitudes), we can coneghe statistic for the break dates, where
the break dates are the same for each unit, usingliosyncratic disturbance tertfis

In Table 3 we present the results of the testﬂcbmr-cointegratiorij* for the model with
homogeneous structural breaks for the six potespiatifications discussed above. Using
the BIC information criterion, we choose model 3ha case of the Baldwin variables and
model 1 for the standard variables definition. Mdleontains a constant and a trend and
the structural break affects them both simultanlgougereas model 1 includes a constant,
no trend and the break occurs in the constant téfti the two alternative-variable
definitions and using again the BIC informatiortetion, we find six factors in the panel. In

order to test for non-cointegration in the two casee apply the statistics based on the
accumulated idiosyncratic componenlq*,. We present the tests for all possible model
specifications. With all of them the null hypothesi non-cointegration can be rejected.

Concerning the time of the break, for the varialol@sstructed following Baldwin’s critiques

we find the break in 1987, whereas for the standaribles the break is found in 1998.

18 As described in equations (2) and (3), a hetereges version of the test is also possible, authdhgto-
mogeneous case is the more adequate for the part@ase of the gravity model and the estimatiothefpa-
rameters in the long-run relationship.
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Table 3.
Banerjee and Carrion (2010) BC cointegration tests
Baldwin model Standard model
Model z*j* r r z’j* r r

1 -15.50 6 1 -19.67 6 1
2 -13.55 6 1 -15.12 6 1
3 -15.32 6 1 -12.11 6 1
4 -17.76 6 1 -21.03 6 1
5 -23.00 6 1 -19.07 6 1
6 -17.91 6 1 -11.93 6 1

The next step of the analysis is to estimate thg-lan relationship in the form of a gravity

equation. For this purpose, we will use efficieattiniques proposed by Bai et al (2009).

3.4. Estimation of the gravity equation

Once the different tests applied have provided itis @idence of cointegration, either
considering a stable relationship or instabilitiee,should obtain the long-run estimates
using consistent techniques. Kao and Chiang (2@&@mmended the fully modified (FM)
estimator of Phillips and Hansen (1990) and theadyin ordinary least squares (DOLS)
estimator as proposed by Saikkonnen (1991) andkSiodt Watson (1993). The DOLS
estimator is specially suited for the present desmuse the relationship linking trade, GDP
and GDPpc should allow for the presence of adjustroests, since neither export nor
imports react immediately to changes in foreign dedhdue to the presence of investment
plans, capacity constraints. Therefore, in ordexcmount for this the inclusion of lagged

variables is highly recommended.

However, although the FM and DOLS estimators coasilky estimate the long-run

parameters and correct for autocorrelation and ggrakity, do not account for
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dependenc@. This fact is very relevant in this study as werfd in the Panel Analysis of
Nonstationarity in Idiosyncratic and Common compuadéPANIC) due to Bai and Ng
(2004) that the common factors were non-statioriday et al. (2009) consider the problem
of estimating the cointegrating vector in a coinéégd panel data model with non-stationary
common factors. The presence of common sourcesrektationarity leads naturally to the
concept of cointegration. In addition, by puttinaator structure one can deal with other

sources of correlation and with large panels, ssaur case.

Bai et al. (2009) treat the commHtd) variables as parameters. These are estimatglyjo
with the common slope coefficienfsusing an iterated procedure. Although this prooedu
yields a consistent estimator Gfthe estimator is asymptotically biased. To actdamthis
bias, the authors construct two estimators thdtwligla endogeneity and serial correlation
and re-center the limiting distribution around zérbe first one, CUP-BC, estimates the
asymptotic bias directly. The second, denoted CWR+Rodifies the data so that the
limiting distribution does not depend on nuisanaeameters. Both are “continuously-
updated” (CUP) procedures and require iteratidaihvergence. The estimators afeT
consistent and enable the use of standard tesitsféoence. Finally, the approach is robust
to mixedI(1)/1(0) factors as well as mixd¢L)/I(0) regressors.
Bai et al. (2009) consider the following model:

Yi = %S+ 6
where fori =1,...,n, t=1,...,T, yis a scalar,

X = X 1 T &,

Xit IS a set ok non-stationary regressogdjs ak x 1vector of the common slope parameters,

1 We have also estimated the cointegration vectpigedst squares dummy variables (LSDV), fully misdif
(FM) and dynamic ordinary least squares (DOLS). NWdge omitted most of these results from the telxt, a
though they are available upon request. Some ofebelts for the case of the standard-variablesemark
presented in Table 5 for the sake of comparison.
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ande; is the regression error. They assume ¢had stationary andd across. The pooled
least squares estimator 8fs as follows:
n T 1n 1
fis= Z2%% L%V
i=1t=1 i=1 t=1
Although his estimator is, in generdlconsistent, there is an asymptotic bias due to the
long-run correlation betweesy andé;. This bias can be estimated and a panel fully-
modified estimator can be developed as in Phillipd Hansen (1990) to achieveT
consistency and asymptotic normality. In additithiey model cross-section dependence by
imposing a factor structure @&
€ = Zi Fo+u,
whereF;; is anr x 1 vector of latent common factor,is anr x 1 vector of factor loadings
anduy is the idiosyncratic error. If both andu;; are stationary, theg; is also stationary. In
this case, a consistent estimator of the regregsiefficients can still be obtained even when

the cross-section dependence is ignored. Bai an@0Qg) considered a two-step fully-

modified estimator (2sFM).

It is crucial to note that whef is (1), if F, = F, ; +#,, thene is I(1) and the pooled OLS is

not consistent. This is why Bai et al. (2009) depdhe case of non-stationary common

factors, aiming at achieving consistent estimators.

When the common factor I5 observed, they propose what can be considbespanel
version of the Phillips and Hansen (1990) statistitnear estimator that they c:;ﬁ[SFM and

the bias corrected version that is identical. T$teveators are consistent and the limiting

distributions are normal.
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However, in the majority of the cases, the fackqrare unobserved. In this case, the Least
Square Fully Modified (LSFM) estimator is infeagibThus F; should be estimated along
with £ by minimizing the objective function, the unobsshquantities can be replaced by

initial estimates and iterate until convergencetigh the CUP estimator fqy,F), defined

as (ﬁCup,lfCup) = ar%anin S+(,F). The estimatoy?fcup is consistent fo, although it still has

a bias derived from having to estim&eThe authors correct this bias using two fully-

modified estimators. The first one directly coreettte bias ot[f(:up and is denoteqf?cUch.

The second one makes the correction in each terafid is denote@CupFM :

We present in Table 4 the results of the CUP esiomaising the methodology of Bai et al.
(2009). We have based our estimation on the regrdtsously obtained using the Banerjee
and Carrion-i-Silvestre (2010) tests concerningardy the cointegration tests, but also the
deterministic specification of the chosen model.&al. (2009) consider extensions of their
estimators when the assumptions about the detesticicomponents are relaxed. In order to
account for the existence of incidental trendse(ecept and/or trend), they define accord-
ingly the projection matri considered above for demeaned and/or detrendeablesi

We concentrate the deterministic components beferestimate the long-run parameters.
Among those deterministic components we have aldaded the common structural

breaké’.

Therefore, once we have performed this transfoonatie are able to apply the Bai et al.

(2009) estimators to the two definitions of thei@hles. The results are shown in Table 4,

20 Note that this implies that in the model specifima of the gravity equation in expression (1) abowe have
filtered the three variables (trade, GDP and GDicpgpita) of the deterministic components and thectural
breaks, with the exception of the dummies RTA aMUE
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where we have also included the LSDV estimationltegnd the Bai FM estimator for the
sake of comparison. However, it should be notetttieaonly estimators that are consistent
when the common factors are non-stationary ar€thie-FM and the CUP-BC. These re-
sults are presented in the last two columns ofahke. Although the LSDV estimator is the
most commonly applied in the gravity equation &tere, the parameters obtained are biased
when the common factors are non-stationary. Theeddizhis bias is shown in Bai et al.

(2009) and this may explain earlier results inapplied literature.

Table 4.
CUP estimation of the long-run parameters 1967-2008
Variables LSDV Bai FM CUP-FM CUP-BC
Standard variables definition
gdpit 0.80 0.53 -1.01 -0.95
(83.08) (14.33) (-10.18) (2.84)
gdpcap: 1.40 1.08 2.81 2.84
(53.66) (18.68) (26.94) (27.43)
RTA -0.13 -0.15 0.03 0.02
(-4.16) (-19.09) (5.62) (4.35)
EMU -0.43 0.26 -0.09 -0.07
(-8.07) (12.78) (-5.88) (-4.80)
Baldwin variables definition
GDP;t 1.91 1.54 1.47 1.47
(64.39) (89.90) (81.81) (86.89)
GDPCAR; 1.04 0.69 0.82 0.81
(19.72) (23.23) (26.44) (27.61)
RTA 0.01 0.19 0.16 0.16
(0.09) (4.82) (4.82) (4.74)
EMU 0.10 -0.10 -0.07 -0.06
(0.56) (-1.03) (-0.74) (-0.69)

Note: Bold letters indicate significance at a 54ele

Let us first analyze the upper part of Table 4, iwhee present the results obtained when we
use the variables defined as they commonly arkearempirical literature. We transform

them to account for the deterministic componentsthe structural break found in 1998, at
the eve of the creation of the EMU. In this cabe,garameters obtained differ both in size

and sign from those predicted by the literaturepdrticular, the GDP variables are larger
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and, in the case of the CUP estimators, negativbifaeral GDP. The LSDV and the Bai

FM estimators provide correctly signed parametausare again relatively large. The dum-
mies are also incorrectly signed in the majorityhef cases and also large. The reason be-
hind these striking results may have two originstfthe Baldwin critiques, already men-
tioned above in the paper, and the inclusion afraraon structural change, that may capture

at least partially the effects of regional tradesagnents and monetary integration.

In Table 5 we compare our results with previoudifigs in this literature. First, we include
summary-results from Gil-Pareja et al. (2008). Vilgenchosen this paper as a benchmark of
mainstream classical panel gravity equation oretlre effect on trade. Second, follow Gen-
genbach (2009) who presents a summary of the reauits that he obtains using the CUP
estimator and Pesaran’s (2006) Common CorrelatetisfPooled estimator (CCEP) and
compares them with those found by Bun and Klaag@d2, 2007) LSDV and DOLS . We
concentrate on the trended versions from the @iffiepapers that use panel cointegration
techniques. These papers are not directly compagrablthey use different databases. How-
ever, all of them have in common that the definitod the variables is the standard one in
the literature. Bearing this caveat in mind, tlistfcommon element in his results is the
presence of inverted signs in many of the longparameters estimates, although this out-
come is less frequent in the case of the dummessor&l, some of the GDP parameters are
larger than one (notably in the LSDV estimator anthe CUP estimator with no trends).
Third, concerning the traditional panel paper dffPareja et al. (2008), they obtain a quite
large effect for EMU and, more importantly, thiseet is bigger than the one found for pre-
vious economic integration stages. Recent papéng asintegration techniques show a
much smaller EMU effect. Moreover, once the trefithe integration process is taken into

account, the final effect of EMU is non-existenjust a minor one. Therefore, our results
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are in line with this last group of empirical pagpeidditionally, in an attempt to refine the

previous output, we repeat the exercise with thi@akikes constructed “a la Baldwin”.

Table 5.
Standard-variable results and comparison with presresults in the literature
Gil-Pareja | Bun and Faru- | This article Gengenbach This article
et al. Klaasen (2007)| gee (2009)
(2008) (2004)
Classic Panel cointegration techniques
Panel Cross-section independence Cross-section dependence
tech- LSDV DOLS | DOLS | LSDV DOLS | CUP CCE | CUPy: CUPgy
Variables nigues
GDPj; 1.20 0.70 0.94 1.74 0.80 0.74 036 0.33 -0.95 -1.01
GDPCAR; 1.15 -0.23 -049 -0.73 1.40 0.71 0.18 0.091 2.84 2.81
RTA 0.41 0.16 0.05 0.012 -0.13 0.28 0.016 0.011 0.02 0.03
EMU 0.53 0.032 0.034 0.073 -0.43 0.198 0.075 0.006 -0.07 -0.09

Note: Bold letters indicate significance at a 54ele

The lower files of Table 4 contain the results oi#d with the variables constructed accord-
ing to Baldwin and Taglioni’s critiques (2006). Thmdel has been estimated with six
common factors, as was derived from the BanerjdeCarrion-i-Silvestre (2010) analysis.
We should first mention that the estimates obtasredvery similar; no matter the estimator
chosen the EMU dummy is non-significant. In cort{rdee RTA one is significant with the
only exception of LSDV.

Concerning the GDP variables, the values obtaine@@und 1.5 and 0.8, respectively. The
only discrepancy is found using the LSDV estimatde should note that this estimator is
shifted away from zero due to an asymptotic bidsied by the cross-section dependence.
The two significant estimated coefficients obtainsdtg LSDV are much larger than with
the other estimators due to the above-mentionedatgpbias. The Bai FM estimator, in con-
trast, corrects for the presence of dependencassuimes stationary common factors. How-
ever, Bai et al. (2009) strongly recommend theaighe CUP-FM and CUP-BC when there

is dependence and the common factors are non+sayioVhen using CUP-BC estimator
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(last column of the table) the two GDP measure® Ipmsitive parameters of 1.47 and 0.81,
whereas RTA, the regional trade agreements dummayter is 0.16 and highly signifi-
cant. The reason that may explain this relativatals value is that we found that the com-
mon structural break in both the trend and theaefet occurs in 1987, the date when the
Single Act was approved. Thus, the majority ofltilateral effects represented by this
dummy could have been already captured by thetstaldreaks and the remaining deter-
ministic components already included in the regoesdVe convey with Gengenbach (2009)
about the importance of a proper specificatiorhefdeterministic components in the gravity

equation.

Therefore the main empirical findings can be sunmedras follows: first, there exists a
long-run relationship linking trade and the grawtyuation variables in a system that exhib-
its cross-section dependence and non-stationarynoonfactors, which cancel-out in coin-
tegration. Second, there are some significant lnigtas that can be identified using panel
cointegration tests that also account for the comfaotors. Third, the existence of depend-
ence and non-stationary common factors makes @ssacy to use consistent estimators, no-
tably the CUP-FM and CUP-BC estimators proposeBdiyet al. (2009). The best results
are obtained using the variables constructed aldvn. All in all, the unrealistically high
effects of the euro on trade found in previous eiogliliterature mostly disappear when the
trend of the integration process is accounted@®arr. results are in line with the most recent
literature started with Bun and Klaasen (2007)nkidc (2009), Gengenbach (2009) and
Berger and Nitsch (2008). They show that the ireea trade within the euro-area is sim-
ply a continuation of a long-run trend, probabhkkd to the broader set of EU's economic

integration policies and institutional changes, éheo having just a residual effect.
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4. Summary and concluding remarks

In this paper we try to fill the gaps present ia firevious literature on euro effects on trade.
Using a data set that includes 26 OECD countrim® f£967 to 2008, we estimate gravity
equations through a cointegration approach fuligwahg for cross-section dependence. The
analysis consists of three steps. First, unit tests for cross-sectionally dependent panels
are applied. Second, the existence of a cointegradlationship among the variables of a
proper specification of the gravity equation igées In this exercise we account both for de-
pendence in the cross-section dimension and discoties in the deterministic and the
cointegrating vector in the time dimension. Thitte appropriate CUP-BC and CUP-FM

estimators are used to estimate the long-run ogiships.

To the best of our knowledge, this is the firséatpt to jointly incorporate Baldwin’s cri-
tiques (in terms of model specification and vagsbtonstruction), the hypothesis of cross-
sections dependence and structural breaks inrtfteedomain within the estimation of a
gravity equation on non-stationary series. Thisraggh allows us to put the adoption of the
euro by EMU members in historical perspective. \Wgia that the creation of the EMU is
best interpreted as a continuation, or culminatidrg series of policy changes that have led
over the last four decades to greater economigrat®n among the countries that now con-
stitute the EMU. We find strong evidence of a giadacrease in trade intensity between
European countries as well as pervasive crossosedéipendence. Once we control for both,
dependence and this (breaking) trend in trade iiategy, the effect of the formation of the

EMU fades out in line with most recent empiricé&tature.
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Concerning the results, the variables that have beastructed following Baldwin'’s cri-
tigues (both in terms of multilateral resistancd anobserved bilateral heterogeneity) pro-
vide estimations of the long-run parameters corbfatvith the theory, that is, correctly
signed. Moreover, the inclusion of a good spediiicaof the deterministic elements of the
model, such as intercept, trends and structuralkdsteas well as a dummy variable on trade
agreements, seems to be enough to capture a pafassnomic integration that has been
gradual in general with some significant milestorseh as the Single Market or the crea-
tion of the Euro area. This explains the non-sigarfce of the EMU dummy in the long-run

estimated relationship.
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